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ABSTRACT

Energy flux is a fundamental quantity for understanding internal-wave generation, propagation and
dissipation. In this paper, estimation of internal-wave energy fl§xég’) from ocean observations

that may be sparse in either time or depth are considered. Sampling must be sufficient in depth to
allow estimation of the internal-wave-induced pressure anopfaliging the hydrostatic balance, and
sufficient in time to allow phase averaging. Data limitations considered include profile time-series
with coarse temporal or vertical sampling, profiles missing near-surface or near-bottom information,
moorings with sparse vertical sampling, and horizontal surveys with no coherent resampling in time.
Methodologies, interpretation and errors are described. For the specific case of the semidiurnal energy
flux radiating from the Hawaiian Ridge, errors fL0% are typical for estimates from 6 full-depth
profiles spanning 15 h.

1. Introduction ¢. For hydrostatic internal waves) (< N), the pres-
) sure anomaly’ can be obtained by vertically integrating
Energy fluxFg = (u'p’) = cgE is a fundamental fy|l-depth profiles of density perturbatigh using the hy-
quantity in internal-wave energetics to identify energyrostatic balance. There remains the problem of the inte-

sources, wave propagation, and energy sinks. Interngkation constant (which can be thought of as the internal-
wave radiation transports energy from the boundaries inigwe-induced surface pressure perturbation).

the stratified ocean interior for turbulence and mixing P - ;
o . 2 Early work apparently didn't recognize the contribu-

(Munk and Wunsch 1998). Arguably, itis the piece that i, t.om surface pressure so got the vertical distribu-
nM“SIISIng frgr:]( 1-D(;30ulg%2ryl—ala.yer parlanfgtseglzl_atlons (eéion incorrect (Garcia Lafuente et al. 1999). However
ellor and Yamada ; Price et al. ; Large et : ; ;
1994; Baumert and Peters 2004; Johnson et al. 1994a iy and Mitchum (1997) and Cummins and Oey (1997)

representin tential sink of boundary enerav in | r% ognized that the vertically-integrated baroclinic en-
epresenting a potential sink ot boundary energy In locg gy flux is independent of the integration constant since

budggts. . . the depth integral of the baroclinic velocity vanishes
Until recently, internal-wave energy fluxes in ocearn).

observations were estimated by measuring the energy andr w'dz = 0.
using the dispersion relation to quantify the group ve- Kunze et al. (2002) took advantage of the fact that, like
locity (e.g. Kunze and Sanford 1984; Mied et al. 1986he baroclinic velocity, the baroclinic pressure perturba-

Kunze et al. 1995, D’'Asaro et al. 1995) This requireﬁon also has zero depth averagg ple = 0. This

measuring the v_ert|c_al, zonall and men'dlonal Wavenuro s one to estimate the integration constant from full-
bers — only possible in wave fields dominated by a sin

X i Jfepth profiles of density perturbations. They used their
wave and sampled with profile surveys conducted rapidijeasurements to show that convergence of upcanyon en-

enough to avoid temporal aliasing. ___ergy flux in the deeper Monterey Submarine Canyon bal-
A more powerful and flexible means of estimating thgnceq turbulence dissipation rates. Carter and Gregg
net energy flux is with the velocity-pressure correlatio 002) did the same in the shallow end of the canyon.
(u'p’). Here, the principal complications are estimatingjnce then, similar energy-flux computations have been
the internal-wave-induced baroclinic pressure perturbgseq 1o quantify internal tide generation at ridges in ob-
tion p’ and determining how to average over wave phaggations (Althaus et al. 2003; Rudnick et al. 2003: Lee
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of a low-mode internal tide to high modes and turbulenagherep(z, t) is the instantaneous measured density and
over a near-critical continental slope (Nash et al. 2004hj)z) is the time-mean vertical density profile. Alterna-
to examine internal wave energy fluxes on a broad contively, p’(z,t) may be defined in terms of the vertical
nental shelf (MacKinnon and Gregg 2003) and to quadisplacement of an isopycnélz, t) relative to its time-

tify semidiurnal and inertial energy fluxes globally usin i — (5 N2
historical mooring data (Alford 2003). Rigorous error eg—n %—?‘lpsrselgggrzoggﬂggz 5 t)(piég():é\lfcél(;t’etc)j' from the
timates ofFg have not been made in the above swdiesdensity anomaly using the h’ydrostatic equation,

In this paper, methodologies for calculating the
internal-wave energy flux from ocean observations will 0
be described (sections 2, 3). Uncertainties and biases in- P'(2,t) = Psurs(t) + / 0 (2,t) g dz. 3)
troduced by limited temporal sampling in profile time- z

series are described in section 4 and those with sparse Yﬁfﬁough the surface pressuge..,;(¢) is not measured

tical 'sampllng In current-meter moorings are Qescr|bed an be inferred from the baroclinicity condition that the
section 5. Conclusions are presented in section 6. The g pth-averaged pressure perturbation must vanish:
fect of wave advection of horizontal density and velocity '

gradients is discussed in Appendix A. Our method of gen- 1 [0
erating GM space/time-series is described in Appendix B. T / p'(z,t)dz = 0. (4)
J—H

2. The internal wave energy equation . . '
gy eq The perturbation velocity is defined as

The role of the energy fluFg = (u'p’) = cgE can
best be assessed from the internal-wave conservation of u'(z,t) = u(z,t) —u(z) — u,(t) (5)
energy equation
whereu(z,t) is the instantaneous velocity(z) is the
OF L, time-mean of that velocity, and,(¢) is determined by
5 T V)E=V-(up)+Qr —Q- (1) requiring baroclinicity:

0
where F = KFE + APE is the energy density, 1 / _
KE = p((u®)+ (v?) + (w?)) /2 the kinetic energy ") ;" (z,8)dz = 0. ©)

. ——2 —2 .
density, APE = pN (£2)/2 = p(b/'?) /(2N ") the avail- - " _
able p){)tential erﬁ)ergysgd)e/nsit@,?/ag{ée ac)cumulation The baroclinicity conditions (4) and (6) require full-depth
or depletion of energy density), represents source profiles to determine the barotropic contribution. If data

such as wind-forcing of near-inertial waves (D'Asards OPtained from a small number of discrete moored in-
et al. 1995; Alford 2003) or internal tide generation b fruments, identifying the barotropic signal may thus be

tide/topography interactions (Bell 1975; Baines 198 ,ifﬁCUIt' iabili broad ¢ | and
Ray and Mitchum 1997; Althaus et al. 2003), afd Ocean variability spans a broad range of temporal an

sinks associated with loss to turbulent dissipation and tfgatial scales. In the} frequency dorr&airandg are_usr-
background geostrophic flow. ally dominated by a few narrow peaks (often in tidal and

In a steady state balance, the energy flux represeh ertial bands) overlying a broad red continuum (Fig. 1).

transport of energy from sourceg, to sinksQ_. In ng and continuous time-series are available, the com-
the context of the global internal-wave field, recent ev utation ofF in any frequency band is straightforward.

dence indicates that sources can lie thousands of km a 8{)\{1;ortunately, data are usually sparse, so it is important
from sinks (Dushaw et al. 1995; Cummins et al. 2007, etermine what sampling and averaging (i{e.)) is

X . . ; ecessary foFg = (u’p’) to represent a meaningful en-
Nash et al. 2004b; Alford 2003), consistent with altimet; :
ric observations of the mode-1 internal tide radiating ftergy flux for the spectral peak of interest, and to place

northward from the Hawaiian Ridge (Ray and Mitchu Younds on its accuracy. Moreover, a number of the quan-

1997) and inferences of a near-inertial wave propagat(i]%tles in (2), (3) and (5) are difficult to measure from

. . . ' Harse data. First(z), p(z), andu(z) represent vertical
;ngogr‘e(g]gfg%rgl')ts source to its detection point (Alfor rofiles of an undisturbed water column in the absence of
' internal waves (i.eyi(z) = 71 fOT u(z,t)dt whereT
a. Flux calculations is the averaging interval, witli’ > wave period). For
coarsely sampled data, it may be difficult to differentiate
To compute the baroclinic energy flux, the internakhe background state (which may be slowly varying due
wave-induced perturbations in presspfand velocityn’  to mesoscale activity) from a wave-perturbed state.
must be inferred from density and velocityu profiles.  The background state slowly evolves due to mesoscale
First, the density anomaly is estimated as processes. Typical geostrophic near-surface velocity and
pressure fluctuations associated with a 50-km by 200-m
p'(z,t) = p(z,t) — p(2), (2) deep feature are,,cso, ~ 0.2m/s andp,,.s, ~ 600 Pa.
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10° : one’s ability to separate different frequency constituents,
. a I 1o, 150w] as the frequency resolution isw = 27 /T, whereT is
3 [
2 "\Jhlx:J\ the record length.
& /\\\A""’\A/',% o b. Example time-series

10°— = ; . ~ A synthetic time-space series of the internal wavefield
P> AN |-m2 based on a site of strong semidiurnal internal tide prop-
5 2l T o . . .
5 N S~ agation is used to illustrate a number of aspects of the
E loS\\/\M , ] energy-flux calculation (Fig. 2). This wavefield is con-
o’ Py, Lol sistent with the density and cross-ridge velocity observa-

: | tions obtained at AVP station 14 (in Kauai Channel) on
Cc

| |

I Gwm™ 28 October, 2000 during the Hawaii Ocean Mixing Ex-
Lo periment (Nash et al. 2004a; Lee et al. 2005). The sta-
: | tion is located approximately 20 km from a major gener-

D *w/
1

up

(kwm?2
o = N
o w = [4;] N w
T

L N; ation site of semidiurnal internal tides, and is character-
N A S ized by strong depth-integrated energy flux (-19 kW/m), a
T vertical structure that exhibits both vertically-propagating
| and vertically-standing semidiurnal internal waves, and a
~ osf ! . weaker near-inertial signal that contains significant high-
|
|

& sl ] vertical-wavenumber shear, but little energy flux (1
l o kw/m). Both beams and low vertical modes contribute to
1 0 1 the semidiurnal flux. Its characteristics are summarized
10 10 10 .
w/ cpd in Table 1.

FiG. 1. Frequency spectra of mode-one amplitudes of @)d ‘ Mo ‘ nearyf ‘ GM
(b) u from sites in the North Pacific (6 instruments, 1984, black)2 3 [ N*(¢*)d> [kJ/n¥] | 125 ] 1.5 3.1
and North Atlantic (4 instruments, 1976, gray) Oceans. Spectra‘;pf(u2 + v2>dz [kJ/mz] 8.5 4.8 5.0
were computed from the year-long time-series in overlapping P [(u'p)dz [kw/m] | -19.0| -0.36 0
30-day blocks. Spectral peaks at semidiurnal and near-inertial *f<v’ Nz [kW/m] 23 68 0
frequencies dominate the variancewond¢. The latter tends P p ’ ’

to be weaker, broader and slightly superinertial, particularly f . .
¢. The energy flux is dominated by these two frequencies, ggble 1. Energetics of each component of the synthetically gen-
fated time-space series, vertically-integrated overHhe=

shown by the energy-flux spectrum (c), plotted in variance-

preservinyg form <I>upg¥w). Ngte that tl(we) chific semidiurnal 5100-m water depth. These correspond the benchmark case of

peak is4x full scale. Cumulative energy-flux spectra normalglff"f2 = a4y = aGMh: faiﬁs = é W&the s'm“"?‘“g“rs to follow,

ized by the total energy flux are shown in (d). the energy in each of these bands was varie 0 4x
these levels.

While these have the potential to produce instantaneoug™ig- 2 displays the vertical and temporal structure of
[ UmesoPmeso dz ~ 1 KW/m, the mesoscale contribu-€ach wave component, and the interplay between these
tions are at low frequency and spectrally distinct frorff? forming the total energy flux. First we examine the
the internal wave band (Fig. 1). Over short timescale¥rtical structure. The cross-ridge velocityand verti-
these act to define the mean, but do not alter internR! displacemerg (upper two rows) have similar vertical
wave perturbation fields. Furthermotg,., scales with wavenumber content, but the amplitudes.b&cale with
APmeso/dy, NOt Peso, SO that extrema ip,,.so occur N, while ¢ scales withl/v/N. Hence,u’ is surface-
at near-zerou,,.s, and vice versa. As a result, spaintensified, while{ is bottom-intensified. Sincg repre-
tially integrating over a smooth geostrophic front prosents a vertical integral &, its spectrum is redder by a
duces| [ umesoPmeso dz dz = 0. Mesoscale processesfactor of k2 than that of isopycnal displacemen(or ve-
may also Doppler-shift narrowband peaks into broadbatatity «’'). It is thus dominated by the lowest few modes.
wavefields. In extreme cases, it may be most appropri#te a resultp’ acts as a low-pass filter so that thg’ cor-
to use full spectral methods such as those of Rainville arglation is also dominated by low modes. Hence, only the
Pinkel (2005) to compute energy fluxes. low-mode component af’ contributes ta:/p’ for typical

In the following analysis, we treat the wavefield as &’ and¢ (with spectrax &7 2).
number of narrowband peaks superimposed onto a broadA striking feature is that the total instantaneous energy
band continuum. To estimaeg, in a specific frequency flux (u'p") (lower right panel; shading) is not equal to ei-
band of interest, harmonic analysis or time-domain fither the semidiurnal signal (lower left panel) nor the sum
tering must be performed to extract the frequency bawd semidiurnal, near-inertial an@M fluxes (lower right
of interest. Standard time-series techniques determip@nel; solid line) despite the fact that the energy fluxes



4 JOURNAL OF ATMOS. AND OCEAN. TECHNOLOGY
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FiG. 2. Synthetically-generated time-space plots of velocity fluctuation (top row), vertical displacement (second row), pressure
perturbation (third row) and energy flux (fourth row) consistent with observations at AVP station 14 during HOME 2000. The first
two columns represent the semidiurnal (left) and near-inertial components (second from left) as determined by harmonic analysis
to thew and¢ data. The third column represents a randomly-ph&sgfl wavefield (see Appendix A for details). The rightmost
column is the sum of semidiurnal, near-inertial ard/ wavefields, so is a statistically consistent representation of the observed
wavefield. Corresponding time-series of the depth-integrated energy flux are presented in the bottom row (shading); the solid line
in the lower rightmost panel is the simple sum of the energy flux in the semidiurnal, near-inerti@/dndavefields. This is

not equal to the energy flux of the combined wavefield (shading) because the instantaneous cross tesfag fig,) do not

vanish. Note that the instantaneaw’ varies asos”(wt + ¢), So that appropriate averaging is necessary to produce meaningful
estimates oF' k.

in the near-inertial andM fields are very weak. This A). The total energy flux is then:
is because the total instantaneous energy fluxisnotalin-, , , ;) ;o ;.
ear combination of the constituent fluxes but a quadrati& P = UaxPa, + WP, T UGMPM, + YadvP M,
qu_?gtity l;:ontaircljing cro;s—terlm§, as il(ljustrated below. ) + U, Dy + upDy + uga Dy + gD 9)
e observed oceanic velocity and pressure perturba-
tion may be written as y P P + UhpPan + WiPan T uGnPeyr t YadoPanm
+ g, Do+ WyDodo T UG Pade T YadPudo

While vy, p), is the leading term, the instantaneous
off-diagonal contributions are not negligible, as illus-
P =1, +p} + Pans + Phde (8) trated by comparing the right and left columns of Fig. 2.
For a long, well-sampled time-series, these contributions
where M, f and GM represent the semidiurnal, nearaverage to zero, so that perfect sampling produces unbi-
inertial and Garrett-Munk variabilitygdv represents the ased results. It is the purpose of the following sections to
contribution tou” andp’ from the horizontal advection of determine the error and bias for the case where sampling
low-frequency features by wave motions (see Appendis sparse in either the spatial or temporal domains.

u' =y, + Uy 4 uga + Ug, 7
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Although the following analysis focuses on the semidtompletely resolved in depth but coarsely resolved in
iurnal waveband (as it is often the most energetic — Fitime such as that obtained from freefall profilers (e.g.,
1), these techniques apply equally well to spectral peakgP, XCP, HRP) or shipboard LADCP/CTD. We then
at other frequencies. And while the chosen vertical struapply this framework to a synthetically-generated profile
ture and phasing af’ and¢ is consistent with a site dom- time-series to illustrate the effects of temporal sampling
inated by M, variance, we assess the error for a widir several different baroclinic tide regimes.
range of relative amplitudes of semidiurnal, near-inertial We wish to compute the time-average energy flux in a
andG M signals, making this analysis applicable to sitesingle frequency band. In the following, we consider the
where semidiurnal velocity variability is not dominant. semidiurnal waveband, denoted @g,, p’,,), although

the analysis pertains equally well to any frequency wave-
3. Calculations band. If the wavefield is dominated by semidiurnal vari-
If all terms in (2)~(6) are fully-resolved, the- 2NCE: then harmonic analysis to as few as four profiles
gyer a 12.4-h period may extract the signal if phasing of
comp(_)ne?t of the vecft?lr etnertgy flux may be. calculateﬁe sampling is fortuitous. Error will be decreased by
as a simple average ot fluctuating covanance- increasing the number of samples and/or time-series du-
AV, ration. It is the purpose of this section to establish error
Fp(z) = (' (2)p'(2))- (10) bounds on such a calculation, and to help guide sampling

. ; rategies.
For a narrowband wavefield, perhaps dominated by neaFWithout rapidly-acquired time-series oa _priori

inertial or semidiurnal waves as is often the case in tkl1<e led fthe f L ibl
ocean, averaging...) is optimal over an integral num- KNowledge of the frequency content, it Is not possible to
ber of wave periods. For a single propagating wav etermine how much signal has been aliased into the data
= cos(karmz—.wt—(;S ), phase-averaging can b rom non-semidiurnal constituents. One means of esti-
accomoplished by averaging }‘n ,the horizontatiepthz or mating the contamination is through statistics from data-
inspired Monte-Carlo simulations. We apply the follow-

timet. For a vertically-standing wave, = v cos(kx — . q b ional d /
wt — ¢,) cos(mz), phase-averaging must be over digNd Procedure to our observational datasets:

tancez (or time t) and depthz. For a horizontally-
standing wavey' = ul cos(mz — wt — ¢,,) cos(kx),
phase-averaging must be over depflor timet) and dis-
tancex. For a broadband wavefield with no single spec-
tral peak, time-series measurements of sufficient resolu-
tion and duration to cover all frequencies are needed and
the energy flux is best determined spectrally.

1. at each depth, perform a harmonic analysis using
as many frequency constituents as the data allows
(i.e., (n — 1)/2 frequencies or less, whereis the
number of samples). Resolved time-series or physi-
cal intuition should guide the choice of frequencies.
Equivalently, harmonic analysis may be performed

; . . on time-series of vertical mode amplitudes. In the
Since oceanic measurements cannot span an integral following, we consider the semidiurnal and near-

number of periods for all waves of interest, the sample  jnertial bands. shown in mooring records to dom-
meanu(z) will contain a contribution from the wave- inate the variability near the Hawaiian Ridge (i.e.,
field itself. If the wavefield is dominated by a few spec- | evine and Boyd 2004).

tral peaks (Fig. 1), harmonic analysis can efficiently ex- _

tract the mean and perturbation quantities from relatively2. for the purpose of error analysis, assume that the

coarse-resolution observations, i.e., above harmonic analyses have captured all of the
narrowband variance. Many realizations of syn-
u(z,t) = u(z) +ul (2) sin(wt — ¢, (2)) + Ru(z2,t) (11) thetic time-series may then be generated by adding
random barotropic phases to each frequency compo-
where the amplitude,(z) and phase), andu(z) are nent; a randomly-phased broadbard/ wavefield

determined through a least-squares minimization of the is also added (see Appendix B).

residual R, (z,t). By performing a similar harmonic o o

analysis tq'(z, ¢), a narrowband estimate of the semidi- 3. compute error statistics by sampling time-space re-
urnal energy flux may be computed as alizations consistent with the observations.

M. , , In the following, we use data from the Hawaii Ocean
Fig?(2) = uo(2)po(2) cos(¢u(2) = dp(2))  (12)  \ixing Experiment to illustrate the above procedure and
wherep, and ¢, represent the semidiurnal amplitude%O :jetle;mne tr}f error a_lssoc]!aftelfiC\iN|tr;r§yg|cal.(tanergc)i/-flux
and phases of the pressure perturbation. aiculations. time-series ot full-deptn density and ve-
locity were acquired with the Absolute Velocity Profiler
(AVP; Sanford et al. 1978, 1985; Lee et al. 2005) at the
3000-m isobath in Kauai Channel during October 2000.
In this section, we illustrate how coarse temporal santhis site (Station 14; Nash et al. 2004a; Lee et al. 2005)
pling affects the error ifu’p’) estimates. A framework represents one of strong internal tides (-19 kWw/m depth-
is presented to quantify the standard error given a datasgegrated) and significant near-inertial activity.

4. Data with coarse temporal sampling



6 JOURNAL OF ATMOS. AND OCEAN. TECHNOLOGY

0 . — —
500 1 - 1 3 } 1
1000 1 1 3 1
E 1500 1 1 3 1
e
a
()
©
2000 1 1 3 1
2500 1 - 1 3 1
T=12 h, n=4
T=15h, n=6
[] T=25h, n=12
3000 — exact | i T i T
-80 -60 -40 -20 0 20 0 10 20 -2 0 2
(up’)[W m'2] standard deviation bias

o Wm? w[Wm?

FiG. 3. Vertical energy-flux profile (left), standard error estimates (center) and bias (right) as computed from 200 realizations of a
synthetically-generated space/time-series. Time-Series have random phase of all components, but are statistically consistent with
the off-ridge component of the energy flux at AVP station 14, HOME 2000. The shading corresponds to three types of sampling,
minimal (4 samples over 12 hours), efficient (6 samples over 15 h) and well-sampled (12 samples over 25 h). The solid line
represents the prescribed semidiurnal energy flux.

At HOME AVP station 14, six full-depth profiles overand
a ~15 hour period were acquired. Data were processed
as outlined in the previous section and and ¢ were test = anShr, +ap8y +acnéon +E&ns  (14)
computed for each profile. Harmonic analyses were per- . . :
formed to determine the amplitude and phase at semifi’ere theu,, are nondimensional amplitudes that repre-

urnal and inertial frequencies so that the measured velGENt the strengths of the internal wavefield components
ity is u/ = U/Mz + u/f + R, and vertical displacementsrelat've to the values in Table 1. Eaeh represents a

I el / ~wave amplitude, so that the energy or energy flux as-
& =, + g_f .l ]Zf ’ whderelRu;nng rle_p_resent Ieas'F dsociated with each contribution scales with and not
squares minimized residuals. For simplicity, we considgfiyh , (i.e, Fr o a2,). A random instrument noise

only_ the cross—r!dge component of V(_alocny and energy .02 mis andé;,. = 0.5 m was arbitrarily

flux in the following analysis, witit defined as 37E of rescribed and added to the wavefields with insignificant

N; this is roughly aligned with the depth-averaged semi(g-ffect on the flux estimates 9

lurnal energy flux at this site. First, benchmark synthetic time-series of,;; and

We employed Monte-Carlo methods to test the sefi..; were generated using, = a5 = agm = Qins =

sitivity of the energy-flux calculation to various source$, and estimates gf/p’) computed using three sampling

of contamination. Synthetic time-series were generatsttategies: minimal (4 profiles in 12 hours), efficient (6

with different strengths of each semidiurnal), near- profiles over 15 hours), and well-sampled (12 profiles

inertial and instrument noise components. Time-Series@fer 25 hours). In each case, 200 energy-flux estimates

velocity and vertical displacement were generated as were computed from harmonic analyses that extract the
semidiurnal signal (12); the near-inertial signal was also
extracted fom > 5. Vertical profiles of the energy flux,

Uteor = AU, + apts + agaugy +uj,, (13) standard error and bias, computed throughharmonic
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analyses for these three cases are shown in Fig. 3. Anum-  (u’p’) estimates computed = = =T=12h, n=4

ber of observations are immediately evident. The first is from uniform timeseries [ _ | T=15h, n=6

that even the minimal strategy qualitatively captures the ~ “iheut harmenic analysis T=25h, n=12
vertical structure of the energy flux. Second, the standard " ove. M 05 by bias ve. M

deviation scales with the magnitude of the energy flux — 10° 2 \ 2
that is, the error is smallest at mid-depths where the en- w

0f —~= s ==

ergy fluxes are the weakest, with 20% error being typical
for a single depth estimate. Next, the sampling does not 107} -,
systematically bias the estimates; any bias is a factor of . 05 .
10 less than the scatter. Finally, while increasingthe num- ~ ©  y, ampiitude a,,, 2 O m,amplitude a,,, 2
ber of samples and duration does reduce error, the gain in

increasing the sampling from 6 in 15hto 12in 25 his | ") o vs.GM os d) bias vs. GM
only marginal. This highlights the effectiveness of har- 10| ]

monic analysis to extract the desired signal (semidiurnal b
in this case). G-z

To determine the sources of contamination, a sensi- 05 .
tivity study was performed in which the strengths of the 0 GMamplitude a,, 2 0 GMamplitude a,,, 2
semidiurnal GM, and near-inertial components were in-
dependently varied while holding the strength of each re
maining internal wavefield constant. That is: yy,
was varied from 0 to 2 while; = agam = 1; (2) agum
was varied from 0 to 2 whiley = ap, = 1; and (3)
ay was varied from 0 to 2 whiley;, = agar = 1. For
each combination ofs,, ay andagas, 200 realizations p > 05, )
of uj, ., and&;.s: were generated with (13) and (14) using near-famplitude a, near-famplitude a,
random phasings of each wave component. These were

then sampled according to each of our sampling Straﬁ’e. 4. Sensitivity of error and bias of the depth-integrated en-

gies outlined in the following subsections, and statisticeggy flux to the strength of (a,b) the semidiurnal, (&),

of the depth-integrated energy flyxFrdz computed t0 and (e f) near-inertial components. Each data point represents

diagnose the sources and magnitude of error and bias. fg-fractional standard deviation or bias as estimated from 200

timates were computed using both simple averages (k8}lizations of a synthetically-generated space/time series with

and from harmonic analyses (12). specific amplitudes of semidiurnak )/ and near-inertial sig-
nals (see text for details). For each realization, the synthetic

The cross-ridge energy flux was computed from eith@bs was sampled times at equal intervals during the period

the simple average of the perturbation quantities'ss 7 and the energy flux calculated as the vertical integral of
(10) or from an harmonic analysis &%”‘2 (12). The Fg(z) = (' (2)p'(2)) (10), where(-) represents a simple av-
standard deviatioar and biasy of f Frdz or fFéWZ d» €rage of _thm energy-flux estimates. Data is statistically con-
was then computed from 200 independent realizations$tent With AVP station 14, HOME 2000.

the wavefield, and divided by the prescribfd’3>dz to

yield the fractional error and bias. Using this definition, ) _

energy fluxes are considered biased if near-inertial sigrfalRégularly sampled time-series

aliases into our estimates. Results are shown in Figs. 4ne first consider the case of a time-series sampled
— 6 and Tables 2 — 4. Lines in each figure represent theyimes at equal intervals over the peridd Syn-

sensitivity of the fractional error or bias to the amplitudg,eic time-series were sampled using one of the three
of semidiurnal signal (a,b) or contaminatio@}/ (c,d) gampling strategies (minimal, efficient or well-sampled),
or near-inertial (e,f)] for a particular sampling strategy. om which statistics of the energy flux were calculated
In the following, we investigate errors and bias assods simple averages (Eg. (10), Fig. 4 and Table 2) or from
ated with two types of oceanic observations. The first Rarmonic fits (Eqg. (12), Fig. 5 and Table 3).
sampling over a short duration (12—24 h) using a uniform For the benchmark case afy;, = 1, the error in
~ 3-h time-step (section 4a). This is common of intenf Fgdz is 9 — 16% and bias is less than 5%, with lower
sive process studies (i.e. Kunze et al. 2002; Althaus et pércentages corresponding to increasedlsing simple
2003; Nash et al. 2004b,a) designed to capture a snagerages, th&'M and near-inertial wavefields contribute
shot of the spatial structure of an internal wavefield. The the error with similar magnitude. Harmonic analysis
second is data collected at irregular sampling intervaksable to reject near-inertial contamination almost com-
(section 4b). This represents data-of-opportunity, suplhetely forn > 6, since such sampling permits baiff,
as that obtained during WOCE transects where sampliagd near-inertial harmonic analyses to be performed at
is irregular in time or space with few repeated stations.this latitude. In contrast, a harmonic analysis cannot ex-

0.5

f) bias vs. near-f

0 e) o vs. near-f

—
= —p————

fractional error
fractional bias
o
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wave strength fractional error (%) fractional bias (%)
T=12h | T=15h | T=24h || T =12h | T =15h | T = 24h
ay, | agm | ay n=4 n==~0 n=12 n=4 n==~6 n=12
1 1 1 16 12 9.5 -4.9 -4.6 1.3
0.4 1 1 43 40 33 1.6 -2 10
1 0 1 14 7 6.2 -4 -4.4 0.73
1 1 0 14 8.9 6.9 -4.7 -5.3 -1.1

Table 2. Fractional error and bias for energy fluxes computed without harmonic analyses expressed as percentages; regular sam-
pling intervals.

wave strength fractional error (%) fractional bias (%)
T=12h |T=15h | T=24h || T=12h | T =15h | T = 24h
ay, | agm | ay n=4 n==~0 n=12 n=4 n==~6 n=12
1 1 1 15 8.9 6.1 -0.31 -0.23 -0.058
0.4 1 1 40 25 14 2.1 0.17 0.035
1 0 1 10 0.88 0.48 -0.21 0.061 0.0026
1 1 0 11 9.1 5.7 0.7 0.26 -0.47

Table 3. Fractional error and bias for energy fluxes computed ukindiarmonic analyses expressed as percentages; regular
sampling intervals.

wave strength fractional error (%) fractional bias (%)
ay, | agm | af | n=4|n=8|n=24||n=4|n=8|n=24

1 1 1 34 22 12 -22 -12 -3.6
0.4 1 1 58 42 26 -11 -7.1 8.2

1 0 1 36 22 12 -24 -9.5 2.1

1 1 0 30 20 10 -29 -11 -2.5

Table 4. Fractional error and bias for energy fluxes computed without harmonic analyses expressed as percentages; random
temporal sampling.

tract near-inertial variance for = 4, nor can it reject the energy flux foray,, = 0.4 (ie., (u),phy,) = —3
G'M contamination which is broadband and aliases intaw/m, whereasu/;p;) = —0.36 kwW/m). These trends
the M, band from many frequencies. The\/ wavefield are evidentin Fig. 4b and reduced through harmonic anal-
hence contributes most to the error. ysis (Fig. 5b).

_Bias is substantially reduced through harmonic analy-we conclude that harmonic analyses are effective in
sis for two reasons. The first is because energy-flux @swracting thelM, signal from one contaminated with
timates from simple averages contain contributions frop s and near-inertial waves. For large energy fluxes,
all frequencies, mcludmg_ near |nert|al. In the examplg,ch as those in HOME, a harmonic analysis to as few
presented here, the near-inertial contribution has the sagag, — 4 samples provides a reliable estimate/fdz.
sign as thel/, energy flux, and hence the estimates agg,, \veaker fluxes (i.ean, = 0.4, [ Fpdz = 3 kW/m)
biased high. The near-inertial energy flux is 1.9% of the - "«"g required to reduce the efror to 25% or less. We

M, for the benchmark case (Table 1); Whereaos our bigfphasize that these error bounds are based on depth in-
estimates for the well-resolved= 12 case is 1.3%. tegrals over a 3100-m water column, wi\/ and near-

_ Bias also results from error in the sample m@aand  nertial wavefields specific to the Hawaiian Ridge. We
p, which is subtracted from the observations to determingso note that harmonic analyses can only be performed
perturbations. Any such error reduces the variance of t8g profiles collected at the same location, since temporal
perturbations. This produces a bias towards lower enghase is distorted if profile locations are displaced an ap-

ergy fluxes, which we find for all poorly-sampled estipreciable fraction (i.e3>10%,~ 15 km) of the dominant
mates f < 12). Only for the case of,;, = 0.4 are the Porizontal wavelength.
t

energy fluxes .bias?d consistently high. This.bias resu SAspects of this analysis may be specific to the HOME
from the near-inertial contribution, which carries 12% ofje “First, the separation of near-inertial and semidiur-

1The unbiased estimator of the variance of a random varialfte-is nal frequencies depends on latitude. Second, the spectral
1)=1 " (2, —7)? (i.e. Emery and Thomson 2001, pg. 229) so th pandW|dth of these peaks changes with location (i.e., dis-

there is al /n reduction in the covariance if simple averaging is usedet‘tance from ggn_eration site, mesoscale intensity, degree
estimate{u/p’) fromn samples. of Doppler-shifting, etc.). Both factors alter the effec-
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(u’p’) estimates computed = = =T=12h, n=4 - = =n=4
from uniform timeseries
with M, harmonic analysis | T 7" T=15h, n=6 -~ —n=6
T=25h, n=12 ( u’p’) estimates computed - - —n=8
) 0.5 = from non-uniform timeseries n=12
ol w a)ovs. M, \ b) bias vs. M, without harmonic analysis 24
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Fic. 5. As in Fig. 4 except that each energy flux esti-
mate is based on ad/, harmonic analysis ofu’(z) and
p'(2) to n equally-spaced samples over the peribd The FIG. 6. As in Fig. 4 except that each energy flux estimate is
energy flux is then the vertical integral ofFX2(z) = based on the simple average (10yxgamples of the wavefield
Uo(2)po(2) cos(du(z) — ¢p(2)) (12). at random times during a 30-day period.

) ) ) . vided each wavefield is stationary and randomly phased
tiveness of harmonic analyses to extract a signal of intggs we assume). Statistics of the energy flux are shown in
est. At high latitudes, for example, it may be impossibleig. 6 and Table 4 for simple average estimates.
to distinguish semidiurnal from near-inertial variability if A comparison of Fig. 6 (Table 4) with Fig. 4 (Table 2)

the time-series duratiofi < 27 /(war, — f). indicates the error and bias far profiles acquired ran-
, domly are 2-3 times larger than those obtained at regular
b. Incoherently sampled wave field intervals. Also note that these estimates assume station-

arity of the wavefield over the sampling period. Given the

We now consider the case of a space- or time-seri : : ;
sampledn times at irregular intervals over some |0n’£?ermlttency of the internal tide (Wunsch 1975) on O(5

spatial or temporal period. While not an ideal sampli a}’l) tlr?ﬁscale% should be chc_)steﬂn as short as possible
scheme, this section is included because data of this t Q' € still permiting an appropriate.

is being re-analyzed to extract internal wave fluxes. Fgr s . ;
exampiqe, spatigl transects with periodic CTD/LADCP" Data with imperfect vertical sampling

data may be considered as a random collection of in-Vertical deficiencies of typical ocean data fall into two
dependent profiles. Such sampling does not capture gdineral categories: sparse, discrete measurements at a
phase of thél/, signal equally, and alters the sample estumber of depths (e.g. moorings), and highly-resolved
timates of both the mean and perturbation fields. Hemata over a portion of the water column (e.g. profiles).
we considen=4, 6, 8, 12, or 24 profiles acquired at ranWe will consider these two cases separately, assuming
dom times over &' = 30-day duration (with a minimum that the data are perfectly well-sampled in time. (For
AT = 3 h between profiles). These may represent prdiscrete-depth moorings, this is generally an excellent
files acquired at a single location over a long duratioassumption.) In this case, contamination by motions of
or at a number of different locations over which the inether frequencies (e.g- M background and near-inertial
ternal wavefield may be considered homogeneous. Téignals) is less of an issue, since these signals can be re-
length of the total sampling period is unimportant, pranoved by filtering or harmonic analysis. Otherwise, the
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principles in the previous section apply. choose values of spanning -1, the observed HOME
As discussed earlier, the determination of baroclinkalue.
pressure anomaly requires full-depth, continuous data.Several schemes for randomizing phase were em-
Since neither type of moored dataset satisfies this requipteyed, none of which materially affected our results.
ment, we rely on normal modes to generate the full-dep@ompletely randomizing the phase of all the modes
profiles. Success will depend on the density of the samvould cause the “true” flux in each realization to vary
pling and the redness of the ocean vertical wavenumbwitdly. To avoid this, we chose to fix the phase of the sec-
spectrum at the frequency of interest. ond mode relative to the first, so that the integrated flux
The modal amplitudes are determined at each measureeach realization was near -19 kW/m, as in the previous
ment time by solving a weighted least-squares problengection.
For each pairing of vertical geometry and spectral red-

M ness, 100 realizations of synthetic data were generated,
u(zi,t) = u;(t)Z7 (i) (15) and the flux was computed over ofné, cycle for each
j=0 using the discrete and a perfectly-resolved array. The
fractional bias and standard error were computed for each
M as the mean and standard deviation of the flux difference
£(zi,t) = Z€J (t)Zf(ziL (16) between the discretely-sampled and perfect arrays.
j=1

A a. Sparse vertical sampling
whered; andg; are thej*" modal amplitudes of velocity We first consider fluxes determined from current and

and displacement at each time, afifi(z), Z5 (=) are the density measurements at discrete depths. To collapse the
normal-mode structure functions. For velocity, the zeroihfinite number of possible mooring geometries into a
mode is rigorously the barotropic mode. Each set ofspannable parameter space, we assume that the instru-
equations (one for each measurement depth) can be putignts are “ideally situated,” which we define to be evenly
matrix form, and solved using standard overdetermingpaced in a WKB-stretched depth coordingtedefined
inverse methods (Dushaw et al. 1995). Formally),...s as

instruments can resolv&/,,.,, modes. In practice, the Y N(Z*)d .

specific mooring geometry and the shape of the spectrum == /0 N z-

can further limit this value. . . . .

In analogy with the temporal case, contaminatiolft this coordlna'fe,the modes are nearly sinusoidal and the
arises when unresolved variance is projected onto fBStrUments, atj, , = (H/Mpeas)[(1,2,3, ... Mmeas) —
solved modes. The severity of the problem depends b2 are located to best resolve them. Since it is gen-
the redness of the ocean spectrum, the geometry of §{&lly desirable to resolve the dynamical modes, most
vertical sampling, and, in some cases, the number BPOrings are designed with this in mind. .
modes being solved for. The aim of this section is to pro- | € fractional error and bias resulting from various
vide guidance in both designing vertical arrays and intdfumbpers of ideally-spaced instruments are shown in fig-
preting flux measurements of opportunity with imperfed{'® 7- For each number of inStruments,.cas, Minecas-2

and mooring geometry, a synthetic signal was genera o= . - . .
by superpogir?g thirty %odeﬁ with rangom phasgs for vease is in the middle. With 40 instruments, error and bias
are zero for all input spectra since more modes are re-

locity: solved than are presentin the ocean spectrum (30). As the
number decreases, bias remains near zero, but the stan-
30 dard error increases, reaching 0.75 for four instruments
u(z,t) = Z Uoj1 75 (2) cos(Mat — @), (17) inaspectral slope of -1. Thus, the number of realizations
=0 required for stable averages grows for sparse moorings.
The lack of bias indicates that long-term averages will
and displacement: eventually converge on the correct value.
These errors and biases are for an estimate of the flux
30 in a single M, cycle. Since the fractional errors for
&(z,t) = Zfojqu(z) cos(Mast — ¢§) (18) small instrument number approach unity, it desirable to
=0 know how much averaging is required to yield more pre-
cise estimates. Obviously, the error decreases as the
The parametey governs the partition of energy amongsquare root of the number of independent observations.
the modes. It is not knowa priori , but will vary from Unfortunately, the decorrelation timescale of the high-
place to place and in time. Guided by HOME data, weavenumber contaminants is unknown. For example, if
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a phase-locked internal-tide beam lying outside or on the : 1
edge of the instruments’ range is the source of the con
tamination, no amount of averaging will help. At the o
opposite extreme, if the phase of the high-wavenumbe 5 10 f
motions is random from one cycle to the next, then the
error in each single-cycle flux estimate will be uncorre- € 15"} |
lated. In this case, the fractional error in an average ovel:
say 4 days, will bex 3 times lower than the values cited

o
&
T

ction
Fractional Bias
o

Fra

-2
here. In practice, this is likely to be about as good as car  1° | RN 0.5
be done, since flux itself is variable on these time scale: SN
(Wunsch 1975; Alford 2003). 10° 4 :
0 20 40 0 20 40
# of instruments # of instruments

b. Profiles with gaps at the top or bottom

Since energy flux WKB-scales as buoyancy frequengyc. 7. Fractional error (left) and bias (right) of energy flux
N, it is typically extremely surface-intensified. Con-determined from Monte-Carlo calculations from a vertically-
sequently, the calculation can become unstable withaarse mooring with perfect temporal resolution. Calculations
measurements close to the surface. Here we considerargeperformed for a varying number of discrete vertical mea-
effects of a gap at the top of an otherwise well-resolveg§rements (x axis). The different curves correspond to different
profile. The stability of the calculation depends in thiﬁgeectrall slope legend) of the simulated signals. The redder
case on the number of modes to be solved for. Therefo&€ SPECtrum, the fewer instruments are required.
we present results for 2-, 4- and 8-mode solutions (Figure
8). Considering the former first (top panels), errors grow . .
as the top instrument is deepened, but again bias remainl! the former case, we conducted simulations by vary-
nearly zero except for the “bluest” case. By 250 m, tH89 M2, GM and near-inertial energy about realistic val-
fractional error is unity for the HOME case. " “ues. We find that a 10% error is typical for estimates

; d om = 6 profiles spanning 15 h, such as those col-
Increasing the number of modes to be solved ff,ase . ! - as
: cted with AVP during the Hawaii Ocean Mixing Exper-
(middle, lower panels) decreases the error for small t:%gm (Rudnick et al. 2003; Nash et al. 2004a: Lee et al.

gaps, as it does for well-instrumented discrete arrays (

shown). This is because the higher modes are be 5) . )
resolved and cannot project onto the flux-carrying low N @ddition, we conclude that:
modes, mtrpducmg errors. However, solvmg.f_or MOr€ o unbiased semidiurnal energy-flux estimates can be
modes carries the penalty of decreasing stability, as ev- computed from: — 4 profiles over 12 h

ident in the much larger errors and strong biases in the '

8-mode case, when solving for more modes. That is,e the vertical structure of the energy-flux profile is
higher-mode solutions are more precise but more sensi- qualitatively captured by as few as= 4 profiles.
tive to gaps.

Much larger gaps at the bottom are tolerable (Figure e if spectral peaks are distinct, harmonic analyses ap-
9). This is to be anticipated, given that the upper wa- plied to regularly-sampled time-series are effective
ter column is weighted more strongly in WKB-stretched  at rejecting contamination from other narrowband
coordinates. The results are generally similar to the top- frequencies, but only slightly reduce the error asso-
gap case, but much larger distances from the bottom are ciated with broadban@ A/ contamination.
spanned. In the 2-mode case, fractional error is nearly
constant at 0.3-0.4 even when only 4300 - 3000 = 1300 me wave advection of strong meso- and submesoscale
of the water column is spanned. This is due to the surface fronts only weakly contaminates the depth inte-
intensification of the flux profiles and the dominance of  grated energy flux (Appendix A).
the lowest modes in carrying the flux. Higher-mode so- _
lutions, as before, yield greater precision for full-column ® harmonic analyses should not be used to ana-
coverage but earlier instability and greater errors as the |yZe sparsely-sampled time-series with non-uniform

gap is increased. sample spacing, becau6d/ and near-inertial con-
tamination can alias unpredictably into the wave of
6. Discussion interest.

A framework for assessing the error and bias of baro-We also considered the case of temporally well-
clinic energy-flux estimates has been presented. sampled but vertically gappy data, as in the case
method employs data-based Monte-Carlo simulationsa@b discretely-instrumented moorings or partial-water-
assess the magnitude and parameter dependence of ¢llmn moored profilers. Here, temporal contamina-
estimates made from a) temporally or b) vertically imtion can be eliminated via filtering or harmonic analysis,
perfect data. but normal-mode fits must be employed via least-squares
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FiG. 8. Fractional error (left) and bias (right) computed from
Monte-Carlo simulations for well-resolved profiles with vary-
ing gaps near the surface. Each curve represents the error/bias
versus gap length for a particular slope of the ocean spectrum.g
Top, middle and bottom panels represent 2-, 4- and 8-mode so-
lutions, respectively. Higher-mode solutions are more precise,
but become unstable for smaller gaps. .

methods to determine the necessary depth-integrals. We
find the error to be highly sensitive to the slope of the o
internal-tide spectrum. Bluer ocean spectra and sparser
measurements yield poorer fits and larger fractional er-
rors in the energy flux. .

Our specific results for the vertically-deficient case in-
clude

e For a“typical” mooring with 6 ideally-placed instru-
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FiG. 9. As in Figure 8 but for gaps at the bottom.

Estimates are unbiased, except in the case of very
large gaps at top or bottom.

Estimates are sensitive to data near the surface. Er-
rors increase rapidly as the depth of the top measure-
ment increases.

Due to the WKB weighting of energy flux, larger
gaps can be tolerated at the bottom than at the top.

In all cases, solving for more modes reduces the er-
ror, but can affect the stability of the solutions if
modes with a wavelength comparable to the WKB-
stretched gap are solved for.

ments and the HOME spectrum, the fractional error We conclude with a final cautionary note that even
is 40%. perfectly-resolved flux estimates have subtleties that can
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require care in their interpretation. For example, Nash up,u, =0
et al. (2004a,b) considered a horizontal standing pattern ——_vp,u, =0

adv’

resulting from two internal tides propagating in opposite . [¢) 2o (o] up, v, 0]
directions. In such cases, the flux in the transverse di-5 ,, a - - VP,V 50
rection displays a spatial periodicity, requiring spatial as g N —
well as temporal averaging. Naive consideration of its un- £ 0.1} - 2 ]
averaged divergence would lead to spurious conclusions £ - E041

00 - 1 2 0 1 2
Appendix A: Wave advection of horizontal gradients frontal amplitude a,

frontal amplitude ag ot

Horizontal density and velocity gradients associated s |© 0@

with meso- and submesoscale variability are advected bys o.2} :
wave motions and contribute t@ andp’ as measured £ &
at fixed @,, y,). This appendix assesses the importance® %[ *~ _
of !, andp., in contaminatingFg estimates [i.e, 0 ,
through eq. (10)]. 0 1 2 0 1 2

Consider a wavefield with velocity,,,. = )y, + wave amplitude 2 wave amplitude 2
u; + ugy,. At time ¢/, the fluid at positionx, was

located atxaqvy = Xo — f: o dt at timet = t,.

wave

e —- =

on
f'ractional bias

0.1

i

FiGc. Al. Sensitivity of fractional error and bias of the depth-

integrated energy flux to contamination from horizontal ad-
The advective contribution tp att’ is thereforep,q, = vection of a 10-km wide geostrophic front, as computed from
Po(Xadv) — po(Xo) and will produce a pressure perturMonte Carlo simulations (see Fig. 4). (a,b) represent frac-
bation p,4, through the hydrostatic balance. Similarlytional error and bias as a function of frontal strengtho.;

the advective contributions t@ and’ att’ areu,q, = (¢.d) represent fractional error and bias as a function of inter-
Uo(Xady) — Uo(Xo) ANAVady = Uo(Xadv) — Uo(Xo). nal wave strengthu,qe. Thin lines represent simulations in

: : which the front is oriented with gradients in thelirection so
For the purpose of this anaIyS|$, we _a_ssumemlggbo that (v g pags) = f(0a(@), o)), thg. = 0; thick lines
and p, correspond to a surface-intensified front in geo-

strophic balance with level-of-no-motion at= —500 repres/ent a Trom_oriemed with gradie/n s 'E ﬂ]direc-tio-n S0
m. Our benchmark case f..,, = 1) corresponds to a that (uaqy, Pagv) = f(Uo(y), po(y)), Vaa, = 0. Solid lines
. . ! represent statistics of the major-axis energy fliy’; dashed
series of 10-km wide fronts with 20-m peak-to-peak Vejpes the minor-axis’p’. All data are normalized by the major-
tical displacements that indueed.9 m/s surface currents ;¢ energy fluX [ F2dz|, as in Fig. 4; error is represented
and a+0.43 m/s maximum average velocity in the Upss a standard deviation. '
per 500 m. Frontal vertical displacements vary periodi-
cally in z as€, = afront&maz cos(2mz/N)Z(z), where
§mae = 10 M, A = 20 km, andZ(z) is piecewise lin- jurnal wave amplitudes were varied frain< a,qpe < 2
ear in the vertu_:al (increasing from 0 to 1 between 0 anghile holdinga f,on: = 1 fiXed. ayqv. represents the to-
-200 m, returning to O at -500 m. Faf..ny = 1, the tal wave amplitude so thatys = a; = agar = Guwave
mean surface velocity gradiefjtiu,/dy|) is 0.18 m/s per were co-varied together. For each case, the error and
km. These gradients are extremely sharp and their veglias was computed from 200 independent realizations
cal structure projects strongly into mode-1. Hence, Wgith randomly phased wavefields superimposed onto ran-
consider this to represent a worst-case scenario for &gmly located fronts. In all cases, we assume perfect tem-
vective contamination. _ poral and spatial sampling and compute estimates using
A front varying only with = is advected by the- harmonic analysis. The results of these simulations are
component of wave velocity.,,,.. This produces no summarized in Fig. Al.
Uqdv SiNCeu, = 0 in the front (onlyv, # 0). Conversely,  Despite the strength of the prescribed front, the advec-
a front varying only withy is advected by, ... and al- tive contamination intd;; is weak compared to the sam-
tersu’ throughu,q,; because,q, = 0, v' is unaltered. It pling error presented in section 4. Estimates are unbiased
is thus necessary to consider both velocity componentsgifd contamination is restricted to the component of en-
the wavefield in addition to their orientation with respeaérgy flux parallel to the frontal velocity. That is, a front

to the front. with u, = 0 does not alter the-component of the energy
We employ the Monte Carlo techniques of section 4 fifjux. This is because the advection gf does not con-
assess the cumulative effect of all terms in (10) involtaminateF since bothp,q, and the induceg’, ;, arein
ing uy,,, andp;,, (as well as those in the'p’ equation quadrature with:,,. Hence only the advection of frontal
involving vaq.). Simulations were performed in whichyelocities alters the energy flux so that the error increases
fronts were oriented in either and j directions. For linearly withas,q,¢. For fixeda ..., absolute error in-
each frontal orientation, two sensitivity studies were comfreases roughly with the square of wave strength, because
ducted: (1) frontal amplitudes were varied frain< both velocity contamination’ , and the pressure pertur-

adv

afront < 2 While holdinga... = 1 fixed; (2) semid- bationyp!,,,. scale linearly witha,,q.., and the induced
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error is dominated by the correlatidn’, ;, p!,...). The (5a), and “un-scaling” usingga(z) = ulV KB (M),

fractional error, however, decreases slightly with wave
strength because botfirz and the advected contamina- Acknowledgements. The authors thank Tom San-
tion scale approximately with?, ... ford, Craig Lee and the technical support of the Applied
In contrast to the depth-integrated estimates, the dPhysics Lab (John Dunlap, Art Bartlett, and Bob Dr-
ergy flux at a given depth within the upper 500-m hasever) for making these measurements possible. J.N. and
standard errar ~ 10 W m~2, comparable to that associ-E.K. were supported by NSF grant OCE-98-19537 and
ated with sampling errors (Fig. 3). Hence, advection c&NR grant N00014-97-10087. M.A.s contribution to
strongly contaminate the flux profile while only weaklythis work was supported by the Office of Naval Research
altering its depth integral. This is the direct result of th¥oung Investigator award, grant NO0014-02-10526.
weak role ofp/ , in advective contamination, and the
much higher-wavenumber contentdf
In summary, the advection of a surface intensified front
with 1.8 m/s change im over 10 km contaminates the
depth integrated energy flux by less than 20%. We con-
clude that frontal advection is not likely to strongly con-
taminatef Fgdz. While the profileFz(z) may be con-
taminated by this extremely strong front, more typical
frontal strengths will induce errors much smaller error in
Fg(z) than that associated with discrete sampling.

Appendix B: Generating GM depth/time series

We wished to “contaminate” the tidal signals in the
Monte-Carlo simulations with time-depth series of ve-
locity and displacementygas(z,t), e (2, t) that have
the Garrett-Munk spectrumby,,, (k.,w), ®%,,, (k.,w).
Since the GM spectrum is separable by assumption,
Do (ks,w) = 0y, (w) B, (k,) for both u ande.
Essentially, we create Fourier amplitudes with this spec-
trum, randomize their phases, and inverse transform.
Here we outline the detailed procedure for generating
uanm(z,t); the procedure fofg s (2, t) is the same.

For each realization, we generated a matrix of am-
plitudes, tan (k.,w) that was consistent with GM75
wavenumber and frequency spectra (Cairns and Williams
1976); i.e. au* = P, (k;,w). This was done for a
set of discrete frequencies and wavenumbers, w <
wn,0 < k, < k,n, where the subscript N indicates the
Nyquist frequency or wavenumber. We then randomized
the phase of each amplitude by multiplying eachei¥,
where0 < ¥ < 2 7 is a uniformly distributed random
variable.

The amplitudes were then mirrored across zero fre-
quency such thai(—w) = @*(w), to ensure real series.
(There is no enforced phase relation betwkeand +,
allowing both vertically standing and propagating contri-
butions.) At this point, the dimension of the amplitude
matrix was the same as that of the desired time/depth se-
ries.

The amplitudes were then inverse 2-D Fourier trans-
formed, producing a depth-time serie¢¥ %< (2/, t) with
the correct spectrum. However, the wavelength and am-
plitude are stationary in depth. That is, they mimic “true”
ocean field after WKB stretching and scaling to remove
refractive effects. The final “ocean” contaminant depth-
time series were produced by WKB “un-stretching” using
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